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Abstract:
This paper describes our experiences porting the Crack Propagation on Teraflop Computers (CPTC) testbed for fracture simulation from the IBM SP-2 to the AC$^3$ Velocity, a cluster of SMP’s running NT. There are several points that are made in this paper. First, the process of porting the 150K lines of code in our testbed from UNIX to NT proved to be much easier than we had initially expected (with a few notable exceptions). Second, the performance of our testbed on Velocity exceeds its performance on the IBM SP-2, in particular, we see better scalability on Velocity. Third, the performance results demonstrate the scalability of our software and the underlying hardware, and we expect to achieve our performance goals on future Velocity type machines.

1. Introduction
Understanding how fractures develop in materials is crucial to many disciplines, e.g., aeronautical engineering, material sciences, and geophysics. Fast and accurate computer simulation of crack propagation in realistic 3D structures would be a valuable tool for engineers and scientists exploring the fracture process in materials. In a previous paper [4], we introduce the Crack Propagation on Teraflop Computers (CPTC) testbed, an innovative system for high performance fracture simulation. Our performance goal is to accurately solve 1000 crack propagation steps involving up to 1,000,000 degrees of freedom in 1 hour. In order to achieve this goal we require two things,

- Scalable simulation software, and
- Hardware capable of sustained teraflop performance.

In [4] we have already shown that our application achieves scalable performance on the IBM SP-2. Thus, we have confidence that our software is scalable.

Several months ago, the Cornell Theory Center (CTC) decided to move all of its high performance computing users from its aging IBM SP-2 to the AC$^3$ Velocity, a brand new Intel Pentium-based cluster of SMP’s running Microsoft NT. Initially, we were very skeptical that this new platform would be able to deliver the same level of scalability that we had observed on the IBM SP-2. Also, we were very concerned that porting our software from UNIX to NT would be a very painful and time-consuming process. This paper describes our experiences porting the CPTC testbed to the AC$^3$ Velocity and discusses the performance of the resulting system.

2. Testbed Overview
Within the scope of this paper, it is sufficient to think about crack propagation as a dynamic process of creating new surfaces within a solid. During the simulation, crack growth causes changes in the geometry and, sometimes, in the topology of the model. Roughly speaking, with the tools in place before the start of this project, a typical fracture analysis at a resolution of $\sim 10^3$ degrees of freedom, using boundary
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elements, would take about 100 hours on a state-of-the-art single processor workstation. The goal of this project is to create a parallel environment which allows the same analysis to be done, using finite elements, in 1 hour at a resolution of ~$10^6$ degrees of freedom. In order to attain this level of performance, our system will have two features that are not found in current fracture analysis systems:

**Parallelism** – We need to exploit parallelism in order to increase the amount of memory in which to store our problems and to reduce the execution time of our simulations.

**Adaptivity** – Cracks are generally very small compared to the structure in which they are embedded, and their growth is very dynamic in nature. Because of this, it is impossible to know a priori how fine a mesh is required to accurately model crack growth. While it is possible to over-refine the mesh, this is undesirable, as it tends to dramatically increase the required computational resources. Our system must be adaptive, both in the sense that it handles changes to the geometry that occur during fracture simulation, and in the sense that it uses adaptive $p$- and $h$-refinement in order to reduce the error in the computed solution.

![Figure 1. Simulation loop](image)

Figure 1 gives an overview of a typical simulation. During pre-processing, a solid model is created, problem specific boundary conditions (displacements, tractions, etc.) are imposed, and flaws (cracks) are introduced. In the next step, a volume mesh is created, and (linear elasticity) equations for the displacements are formulated and solved. An error estimator determines whether the desired accuracy has been reached, or further iterations, after subsequent adaptation, are necessary. Finally, the results are fed back into a fracture analysis tool for post-processing and crack propagation.

Our code is almost exclusively written in C/C++ and uses MPI. We use a variety of third party packages including BLAS/LAPACK, PETSc [1,2], ParMETIS [6], PSPASES [6], and JANUS [8]. In all, about 150k lines of project and third-party software source code had to be ported in order to get the testbed running under NT.

### 3. Overview of AC$^3$ Velocity

The current installation of the AC$^3$ Velocity, designated V1, consists of 64 Dell Power Edge 6350 nodes. Each node is a 4 way SMP with Pentium III Xeons running at 500 MHz, with a 2MB L2 cache. All 4 processors on a node share 4 GB of RAM and 54 GB of disk space. All of the nodes are connected by Giganet interconnect, which has a fat tree topology and provides 1.25 Gb of bandwidth between nodes.

Velocity V1+ is currently being installed at the CTC and consists of 64 2-way Pentium III SMP’s running at 733 MHz, with 256KB L2 cache. It also has a slightly faster Giganet interconnect. Velocity V2 will be an Itanium-based cluster.

At the time when the experiments discussed in Section 4 were performed, V1 was running Microsoft Windows NT 4.0 SP6a, and V1+ was running Microsoft Windows 2000 Advanced Server. We use the MPI implementation MPI/Pro 1.5 by MPI Software Technology, Inc. (MSTI) [17], which uses shared memory within nodes and the VI Architecture [9] between nodes.

A more detailed discussion of this machine’s characteristics can be found in [3].

### 4. Porting

The full discussion of the issues encountered during the porting can be found in [3].

Our primary objective in porting to NT was to be able to take full advantage of the performance provided by the Velocity. However, while porting to NT, we had to maintain our ability to compile and run on our existing UNIX platforms. Maintaining two sets of codes, one for NT and one for UNIX was not acceptable, because keeping the two code sets synchronized would be very time consuming. This led us to our second important porting objective: maintaining a single set of codes for both UNIX and NT.

Using most of the available development environments for NT (e.g., Microsoft Visual Studio) did not appear to be an option, as these tools do not understand or produce UNIX
Makefile’s or Bourne shell scripts. Fortunately for us, there was at least one development environment that did work with UNIX Makefile’s and shell scripts, namely, Cygwin [10]. The Cygwin environment consists of two basic things. First, it provides a library that sits between UNIX applications and the NT operating system and provides functions that implement UNIX system calls using their NT equivalent. The second thing that Cygwin provides is many of the important GNU development tools, such as gcc/g++/g77, GNU Make, the Bash shell, etc. Using Cygwin, we could compile and run our testbed under NT with very few modifications. The biggest change required was to add “$(EXE)” to the end of executable names in the Makefile’s, and cause “EXE” to be defined as “.exe” under NT and “” under UNIX. In addition, we found that by taking a few small steps, such as rewriting Bourne scripts into the more portable Python [11], that we were able to run our testbed without having the full Cygwin environment present. This allowed us to compile our testbed on a desktop machine and then copy the executables to Velocity for execution.

Even though our testbed worked using the Cygwin compilers, we wished to try using several of the native compilers because we thought that they might provide better code optimizations. The compilers that we used during this port were,

- Microsoft Visual Studio C/C++ V6.0 [12]
- Compaq Visual Fortran 6.0 [13]
- Intel C/C++ 4.5 [14] and Fortran 4.5 [18]
- MinGW ports of the GNU compilers [15].

The first problem that we faced using the native compilers was that all of them, except MinGW, took a different set of command line options than their UNIX counterparts. For instance, the NT compilers did not recognize the standard UNIX options “-g” and “-O”, but rather expect “/Z7” and “/Ox”. Also, object files under NT have a “.obj” extension instead of a “.o” extension. In order to reduce our porting effort, we decided to “UNIXify” the native compilers. We did this quite simply by writing scripts that translate the standard UNIX compiler options into the corresponding native compiler options and that generate object files with the UNIX “.o” extension. For instance, we wrote a script, “vs_cc” for invoking the Visual Studio C compiler as if it were a UNIX compiler. Here is one example of how it might be invoked,

% vs_cc -v -g -O -c foo.c
+ cl /nologo /c /O1 '/DWINNT'
   '/DWIN32' '/D_WIN32'
   /Z7 /Tpfoo.cc /Fofoo.o

foo.cc
%

(The “-v” option tells the script to print the command line used to invoke the native compiler. The line starting with “+” is that command line). Having these scripts allowed us to use UNIX Makefile’s directly and with very few medications.

In addition, we had to make small changes to source files in order for them to compile with the native compilers. These changes fall into two basic groups. First, changes had to be made to account for the fact that NT and UNIX are different operating systems. These changes included, adding the “b” qualifier to the mode argument of “fopen” to open files as binaries to prevent CR-NL translations, and changing codes that invoke system calls for high precision timing.

The second set of changes that had to be made was to account for limitations of the compilers that we used. These include the following,

- Many NT C/C++ compilers do not appear to scope identifiers declared in the “for” statement initializer according to the ANSI C++ standard. We worked around this by adding the following macro to a header file that was included in all source files:

  ```
  #define for 
  if (false) {} else for
  ```

- The STL that comes with MS VS 6.0 is not standard conforming. This required us to rework our code in a few places.
- The MS VC++ compiler generated an internal error for one of our source files. We were able to eliminate the error by tweaking the code slightly.

After approximately 2 man-months of work, we are able to compile and run most of our testbed using the Cygwin and native compilers. There are a few loose ends that remain, however, that prevent us from having everything compiling and running at the present time. They are as follows:

- The MS VS C++ compiler does not correctly parse certain complicated template syntax, such as static template class member initializers (“template <int N>
class { static const int x = N; })” and member templates of template classes (“template <...> class { template <...> function_decl; }”). These constructs are used in a number of places in our code. To get the performance numbers in Section 5, we temporarily patched our code so that it would compile, but these changes were too fragile to be a long term solution.

- The Intel C++ compiler generated an internal error on several of our source files when exceptions and optimizations were both enabled. We have not yet found a way around this problem.

- We are currently unable to get one of the third party packages, PSPASES [6], to work under NT, because,
  - PSPASES is written partly in Fortran 90, and GNU G77 does not handle F90 syntax.
  - PSPASES fails when compiled with Compact Fortran compiler. This compiler uses a non-standard calling convention, and we believe that we are not correctly accounting for this.
  - The Intel C/C++ and Fortran compilers are able to compile and link our testbed and PSPASES, but, as mentioned above, the C/C++ compiler generated an internal error when exceptions and optimizations are both enabled.

5. Equation Solving Performance Results

In this section, we present performance results for the testbed’s Equation Solving module. We restrict ourselves to this one module for two reasons. First, several of the modules in our testbed are still under active development and have not yet been ported to Velocity. Second, for most problems, well over 80% of the testbed’s total execution time is spent in the Equation Solver, so its performance is clearly the most important.

In Table 1, we show the elapse execution time for the solver module for a medium sized problem for both, the CTC SP-2 and AC3 Velocity. We used the Conjugate Gradient solution method and the Global Extraction Element-By-Element (GEBE) preconditioner [4,5]. The SP-2 configuration included POWER2 Super Chips (P2SC) @ 120 MHz (thin nodes), 256 MB RAM per node, TB3 switching fabric (150 MB/s peak hardware bandwidth), running AIX 4.2.1. On Velocity, the code was compiled with either Microsoft’s Visual C++ 6.0 SP3, or MinGW GCC 2.95.2. On the SP-2, the code was compiled with GCC 2.95.2. On the SP-2, each node contains one processor. On Velocity, there are 4 processors in each node which allowed us to run a given processor number in different node configurations. In the table, this denoted by the different “Procs/Node”, 1, 2, and 4.

<table>
<thead>
<tr>
<th>Procs</th>
<th>Procs/Node</th>
<th>SP-2 (VC++)</th>
<th>V1 (MinGW)</th>
<th>V1+ (MinGW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1</td>
<td>904.75</td>
<td>767.18</td>
<td>696.17</td>
</tr>
<tr>
<td>2</td>
<td>841.10</td>
<td>841.10</td>
<td>887.14</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>988.90</td>
<td>988.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1474.65</td>
<td>379.05</td>
<td>550.39</td>
<td>377.81</td>
</tr>
<tr>
<td>2</td>
<td>433.62</td>
<td>604.45</td>
<td>437.06</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>535.72</td>
<td>701.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1278.08</td>
<td>926.66</td>
<td>285.60</td>
<td>184.98</td>
</tr>
<tr>
<td>2</td>
<td>226.14</td>
<td>306.35</td>
<td>220.12</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>268.86</td>
<td>336.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>158.16</td>
<td>97.57</td>
<td>152.51</td>
<td>107.95</td>
</tr>
<tr>
<td>2</td>
<td>115.26</td>
<td>168.55</td>
<td>131.08</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>152.08</td>
<td>189.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>62.35</td>
<td>96.52</td>
<td>83.02</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>59.75</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Elapse Solver Time (secs.)

Figure 2 shows the relative speedup of the solver on the SP-2 and on V1 using the VC++ compiler.

Our data shows several things,

- Velocity delivers better scalability than the SP-2 for our code. This is probably because of the Giganet’s lower latency.
- For large processor numbers, the Velocity delivers better absolute performance than the SP-2.
• The V1+ delivers consistently better performance than the V1.
• Performance decreases as the number of processors per node increases. This can be attributed to the fact that all processors on a node share the same memory bus.
• The code compiled with GCC is significantly slower than that of VC++. One explanation might be that VC++ has better optimizations and code generation than GCC. Another reason might be that we are not using the most aggressive optimizations flags with GCC. We expect to resolve this question shortly.

Further performance results and analysis can be found in [3].

6. Conclusions

We learned two things as a result of this effort.

First, porting the 150K lines of code in our testbed from UNIX to NT was not nearly as difficult as we had initially expected, with a few notable exceptions. These exceptions were the non-GNU compilers that we used, with which we continue to have a great deal of difficulty. The GNU compilers under NT worked as well as their UNIX counterparts. Also, we learned the following important lessons for maintaining a single set of sources for both UNIX and NT,

• Use Cygwin, or a similar system as your development environment under NT.
• Where appropriate, rewrite Bourne shell scripts in a more portable scripting language, like Perl or Python.
• Use scripts to translate the UNIX-style compiler flags to the actual flags used by the native compilers.

The second important thing that we learned was that our testbed performed better on Velocity than on the IBM SP-2. In particular, we see better scalability on Velocity. Our performance results demonstrate the scalability of our software and the underlying hardware, and we expect to achieve our performance goals, namely solving 1000 crack propagation steps involving up to 1,000,000 degrees of freedom in 1 hour, on a future Velocity type machine.
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